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Improved approximation for connected densest

$k$-subgraphs

FRNEEE R
FREHFES RGERFENRER

E : Givenan edge-weighted connected graph $G$ on $n$ vertices and an integer
$k\le n$, a subgraph of $G$ is called a $k$-subgraph if it contains exactly
$k$ vertices. The (weighted) density of a subgraph is the average (weighted) degree
of all vertices of this subgraph. We study the problem of finding a connected
$k$-subgraph of $G$ with the maximum weighted density. We propose a
combinatorial polynomial-time algorithm for the problem which achieves an
approximation ratio of $O(n/k)$. The weighted density of the $k$-subgraph in
$G$ found by the algorithm is at least a factor $\Omega(k/n)$ of the maximum
weighted density among all subgraphs in $G$ with at least $k$ vertices (which are not
necessarily connected). The result improves upon the previously known best
approximation ratio $O(n"2/k"2)$ for the problem, and matches the current best
approximation ratio $O(n/k)$, in terms of $n$ and $k$, for finding a $kS$-subgraph
with the maximum density. The $O(n/k)$-approximation algorithm combined with the
previous $O(k)$-approximation algorithm of Chen et al. [Information and
Computation 2017] finds a connected $k$-subgraph in $G$ whose weighted density is
at least a factor $\Omega(1/\sqrt n)$ of the maximum weighted density among all
$k$-subgraphs. This is the best possible one can derive since the ratio of the
maximum weighted density of a $k$-subgraph in $G$ to that of a connected
$k$-subgraph in $G$ can be as large as $\Omega(\sqrt n)$.

(Joint work with Changjun Wang.)



Symmetric Alternating Direction Methods of

Multipliers for Optimization Problems

BB Hi%
ERMEMRKREF
FIZE : The classic alternating direction method of multipliers (ADMM) for large
scale separable optimization problems, as an application of the Douglas-Rachford
splitting method, has exhibited its efficiency in various fields. As a counterpart, the
symmetric alternating direction method of multipliers, an application of the
Peaceman-Rachford splitting method, attracts more and more attentions, but its
convergence is not well understood. In this talk, we present its convergence for some
special models. We also give a modified symmetric alternating direction method of

multipliers for multi-block case.
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On the non-ergodic convergence rate of an inexact
augmented Lagrangian framework for composite convex

programming
e BHEERIR R
PERFERBFSRERFMRE
## 2 : In this paper, we consider the linearly constrained composite convex

optimization problem, whose objective is a sum of a smooth function and a possibly
nonsmooth function. We propose an inexact augmented Lagrangian (IAL) framework
for solving the problem. The stopping criterion used in solving the augmented
Lagrangian (AL) subproblem in the proposed IAL framework is weaker and
potentially much easier to check than the one used in most of the existing IAL
frameworks/methods. We analyze the global convergence and the non-ergodic
convergence rate of the proposed IAL framework. Preliminary numerical results are
presented to show the efficiency of the proposed IAL framework and the importance

of the non-ergodic convergence and convergence rate analysis.

Relationships between the oriented distance functional

and a nonlinear separation functional and applications

FEAN R
ERKEF

82 In this paper, we study two nonlinear scalarization functionals, namely, the
oriented distance functional and the nonlinear separation functional due to Tammer.
First, we prove the monotonicity of the oriented distance functional when the
associated set is neither cone nor convex. Then, we show several relationships
between the two nonlinear scalarization functionals. By using these results, we obtain
an estimation of the sublevel set of the oriented distance functional. Finally, we apply
previous conclusions to investigate the properties of solutions for vector optimization

problems and generalized Ky Fan inequalities, respectively.



Well solvability of linear and convex optimization
problems
MEEN Hix

SEKF
FEE : In terms of the well-known slices in geometry theory of Banach space, we
introduce and consider bounded slice property for closed convex sets. With the help of
this new notion, we study linear and convex optimization problems with a given
convex constrained set A. In particular, under some mild assumptions, we characterize
a closed convex set A such that all linear and convex optimization problems on A

admit well-posed solvability and weak well-posed solvability.
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Optimality conditions for set optimization problems

via generalized derivatives

REW® Hix

EFREXRE
HIE : A set-valued optimization problem in the sense of set order is often called set
optimization problem. Although set optimization seems to be more natural and
interesting than the vectorial one, the study on its optimality conditions in terms of
generalized derivatives is very limited. In this talk, we focus on the optimality
conditions of set optimization problems in terms of Mordukhovich’s coderivatives and
subdifferentials. Firstly, we briefly introduce some existed results related to optimality
conditions by using some generalized derivatives of a set-valued mapping, such as,
directional derivatives given by selected functions, directional derivatives defined by
set differences, radial derivatives, and so forth. Then, we calculate the subdifferential
of Tammer’s nonlinear scalarization function. Finally, based upon the full rules of
Mordukhovich’s coderivatives and subdifferentials, we examine the necessary

conditions for set optimization.

On progressive hedging algorithm for multistage
stochastic programming and stochastic variational

inequalities

wiRE Bk
FMRAE

. Progressive hedging algorithm (PHA) was originally proposed by Rockafellar
and Wets in 1991 for stochastic convex optimization. Recently, it was extended to
solving stochastic variational inequality problems by Rockafellar and Sun. It is known
that PHA is an application of the proximal point algorithm. In this talk,we establish its
connections with the alternating direction method of multipliers and
Douglas-Rachford operator splitting method. These results sharpen our understanding
to PHA and enable us to consider some extensions.

This is a joint work with Xiaojun Chen and Defeng Sun



A Parallelizable Algorithm for Orthogonally Constrained

Optimization Problems
XIEX BlffR R
PEMERBFESREREMRRM
2 . To construct a parallel approach for solving orthogonally constrained

optimization problems is usually regarded as an extremely difficult mission, due to
the low scalability of orthogonalization procedure. In this talk, we propose an
infeasible algorithm for solving optimization problems with orthogonality constraints,
in which orthogonalization is no longer needed at each iteration, and hence the
algorithm can be parallelized. We also establish a global subsequence convergence
and a worst-case complexity for our proposed algorithm. Numerical experiments
illustrate that the new algorithm attains a good performance and a high scalability in

solving discretized Kohn-Sham total energy minimization problems.



A Relaxation Approximation Method for /,
Regularized Mathematical Programs with Equilibrium

Constraints
2% BIfR A
EERZEKRE

}# ZE . We consider an [,(0< p<1) regularized mathematical programs with

equilibrium constraints (MPEC). The sparse solution selection from the solution set of

convex programs and the second-order road pricing problem in transportation science

can be modelled as this kind of problems. Due to the non-Lipschitzness of the /,

regularization function, constraint qualifications for locally Lipschitz MPECs are no
longer sufficient for Karush-Kuhn-Tucker (KKT) conditions to hold at a local
minimizer. We first propose some qualification conditions and show that they are
sufficient for KKT conditions to be necessary for optimality. Then we present a
relaxed approximation method for solving this kind of problems where all the
subproblems are more favorable compared with the original problem in the sense that
the objective function is locally Lipschitz even smooth and the constraints typically
satisfy certain constraint qualification. In our method, all the subproblems are solved
until a weak approximate stationarity condition is satisfied. Due to the possible
nonsmoothness of the objective function of the relaxed approximation subproblem,
we also develop second-order necessary optimality for relaxed approximation
subproblem. We show that any accumulation point of the sequence generated by our
method is Clarke stationary if MPEC linear independence condition holds; it is
Mordukhovich stationary if, in addition, an approaching subsequence satisfies an
approximate weak second-order necessary condition; it is strongly stationary if, in

addition, an upper level strict complementarity condition holds.
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Optimality conditions and duality for robust nonsmooth
multiobjective optimization problems with cone

constraints

BRI BlHER
AEAFE

E: Inthis paper, we investigate a robust nonsmooth multiobjective optimization
problem related to a multiobjective optimization with data uncertainty. We firstly
introduce a generalized robust constraint qualification and two kinds of generalized
convex functions which are not necessary to be convex. Robust necessary optimality
conditions for weakly robust efficient solutions and properly robust efficient solutions
of the problem are established by a generalized alternative theorem and the robust
constraint qualification. Further, robust sufficient optimality conditions for weakly
robust efficient solutions and properly robust efficient solutions of the problem are
also derived. The Mond-Weir type dual problem and Wolfe type dual problem are
formulated. Finally, we obtain the weak, strong and converse robust duality results
between the primal one and its dual problems under the generalized convexity

assumptions.



Optimal linearized symmetric ADMM for multi-block

separable convex programming

gL U
FZBEFRRKREFE
W E . Due to its wide applications and simple implementations, the Alternating
Direction Method of Multipliers (ADMM) has been extensively investigated by
researchers from different areas. In this report, we focus on a linearized symmetric
ADMM (LSADMM) for solving the multiblock separable convex minimization
model. This LSADMM partitions the data into two group variables and updates the
Lagrange multiplier twice in different forms and with suitable stepsizes, where two
grouped variables are updated in a Gauss-Seidel scheme while variables within each
group are updated in a Jacobi scheme. For the second group variables, however,
linearized and relaxation techniques are used to deal with the quadratic term of
subproblems and to accelerate the algorithm, respectively. We show the global
convergence and the sublinear ergodic convergence rate of LSADMM. Theoretically,

we obtain the optimal lower bound of the proximal parameter.
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A Family of Two-point Stepsize Gradient Methods

BsRAT BiF
PERFERBFSRERFMRE

#E : We propose a family of two-point stepsize gradient methods, which is a
convex combination of the short Barzilai-Borwein (BB) stepsize and the long BB
stepsize. It is shown that each stepsize in the family solves a least squares problem
and hence possesses certain quasi-Newton property. The family also include some
other stepsizes as its special cases. We prove that the family of methods is
$RS$-superlinearly convergent for 2-dimensional strictly convex quadratics. Moreover,
the family is $R$-linearly convergent for the $n$-dimensional case. Numerical results
are presented, which demonstrate that the proposed family is promising.

This is a joint work with Dr. Yakui Huang.

Robust submodular maximization over sliding window

RN Btk
R XE

. Maximizing the submodular monotone functions subject to cardinality
constraint $k§ is a classical problem in the fields of data mining and machine learning.
In this paper, we first study this problem in a streaming fashion by combining two
additional twists of sliding window and robust concept, which is named as the robust
submodular maximization over sliding window (RSMOSW). For this problem, we are
asked to find a solution only from the last §W§ items, from which some elements may
be removed. In this context, we provide a $0.0745-\epsilon$ approximation algorithm
for any $\epsilon>08$. In addition, the memory space and the update-time per element
of our algorithm both are proved to be bounded by $O(poly(k,\tau,\log k\Phi))$, in
which $\tau$ is the robust parameter, meaning that at most $\tau$ elements may be
removed, and $\PhiS$ is the ratio between maximum and minimum values of singleton

elements (Joint work with Ruiqi Yang, Yukun Cheng, and Dongmei Zhang).



On the Q-linear Convergence of a Majorized Proximal
ADMM for Convex Composite Programming and Its

Applications to Regularized Logistic Regression

L VAIERE €3

REBTKE
#WE . This paper aims to study the convergence rate of a majorized alternating
direction method of multiplier with indefinite proximal terms (iPADMM) for solving
linearly constrained convex composite optimization problems. We establish the
Q-linear rate convergence theorem for 2-block majorized iPADMM under mild
conditions. Based on this result, the convergence rate analysis of symmetric
Gaussian-Seidel based majorized ADMM, which is designed for solving multi-block
composite convex optimization problems, are given. We apply the majorized
iPADMM to solve three types of regularized logistic regression problems: constrained
regression, fused lasso and overlapping group lasso. The efficiency of majorized

iPADMM are demonstrated on both simulation experiments and real data sets.



M-SR EF AN — N RIFEE

FEE B

EmIPSEREFE
?’rﬁ% : We are concerned with the numerical methods for solving the tensor equations
with a strong M-tensor, which we call the M-tensor equations (M-TEQ). We first split
the M-tensor into two parts. Based on the tensor splitting form, we propose an
iterative method for solving the M-TEQ. The method can be regarded as an
approximation to Newton's method for solving the M-TEQ. At each iteration,
equation, we solve a system of linear equation. An advantage of the proposed method
is that the coefficient matrix of the linear system is independent of the iteration. We
show that if the initial point is appropriately chosen, then the sequence of iterates
generated by the method convergs to a nonnegative solution of the M-TEQ
monotonically. At last, we do numerical experiments to test the proposed methods.

The results show the efficiency of the proposed methods.

Robust Sensitive Analysis for Linear Programming
RN Hids
HEXE
}#ZE : In this talk, robust sensitive analysis is considered with two scenarios for the
linear programming problem. One is to sensitively analyze the maximum perturbation
radius for different settings of the perturbation parameters of the constraints to keep a
pre-decision robustly optimal. The other is to do sensitive analysis for the maximum
perturbation radius of the perturbation parameters in constraints to have a robustly
optimal solution which keeps some features of a pre-decision. Nonlinear
programming formulations are provided to solve these problems and then are
equivalently formulated into linear conic programs over second-order cones which are

polynomially computable.



Stationary  probability  vectors of  higher-order
two-dimensional transition probability tensors

HIEg iR

KEXF

G 1In this talk, we investigate stationary probability vectors of higher-order
two-dimensional symmetric transition probability tensors. We show that there are two
special symmetric transition probability tensors of order $m$ dimension 2, which
have and only have two stationary probability vectors; and any other symmetric
transition probability tensor of order $m$ dimension 2 has a unique stationary
probability vector. As a byproduct, we obtain that any symmetric transition
probability tensor of order $m$ dimension 2 has a unique positive stationary
probability vector; and that any symmetric irreducible transition probability tensor of

order $m§ dimension 2 has a unique stationary probability vector.
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